
Vis Comput
DOI 10.1007/s00371-011-0583-x

O R I G I NA L A RT I C L E

Environment-Sensitive cloning in images

Yun Zhang · Ruofeng Tong

© Springer-Verlag 2011

Abstract We present an Environment-Sensitive image
cloning technique which improves the previous gradient-
based methods by taking into account the content of target
scene. We create a reference image to represent the global
feature of target image which could be further diffused into
the cloned patch, and modify the diffusion process to ensure
that the cloning result is seamless and natural. Specifically,
we figure out an efficient solution based on Mean-Value Co-
ordinates (MVC) to deal with the hybrid boundary, and con-
struct a general model based on MVC to implement our
image cloning, which is further applied to video cloning.
Experimental results demonstrate the effectiveness of our
Environment-Sensitive cloning.

Keywords Environment-Sensitive · Global feature ·
Mean-Value Coordinates (MVC)

1 Introduction

Image cloning has always been a hot topic in image edit-
ing, which can be described as creating a new image by
cloning a source image patch into the target image seam-
lessly and naturally. The common method to perform image
cloning is a simple process of cut-and-paste with interactive
image editing tools (e.g. PhotoShop). However, it is labor-
intensive and difficult for users to select the source image
patch exactly. Moreover, it is hard to modify appearance of
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the cloned patch to match the target scene. To address this
problem, the gradient-based method is proposed. Compared
with the simple cut-and-paste, the advantages of this method
are two-fold. Firstly, the selection of source image patch is
easy without too much skills and labors. Secondly, the inten-
sities of cloning region can be reconstructed to be consistent
with the target scene by solving a partial differential equa-
tion (PDE).

In general, the gradient-based method is effective in ac-
complishing seamless image cloning when textures are simi-
lar in the source and target image near the cloning boundary.
However, this method only considers the local feature which
refers to the cloning boundary of the target image for seam-
less cloning while ignoring the global feature of the scene.
As shown in Fig. 3(d), the bear is seamlessly cloned to the
beach under the sunset using the gradient domain method.
But when judged globally, it appears to be inconsistent with
the target scene. This is owing to the fact that the gradient
domain method only diffuses the local feature into the en-
tire cloned patch without considering the global feature. We
believe that the global feature is an important factor for high-
quality image cloning.

In this paper, we propose an Environment-Sensitive
cloning method which pays attention to global feature of
the target scene. The main idea of our method is to construct
a reference image which can represent the global feature
of the target scene and influence the appearance of cloned
patch. The local and global features are diffused into the
cloning area under the control of alpha matte. This ensures
that the cloned patch is seamless and consistent with the
target scene when pasting. In addition, we conceive an ef-
ficient method to perform image composition with the hy-
brid boundary [3], and construct a general model to imple-
ment our image cloning. At last, we apply our environment-
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sensitive image cloning to video by introducing the up-to-
date Video cutout [2] and matting technique [14].

The rest of the paper is organized as follows. After briefly
summarizing the related work in Sect. 2, we discuss our
Environment-Sensitive image cloning, and then apply it to
video cloning in Sect. 3. Experimental results and discus-
sions are given in Sects. 4 and 5, and conclusions in Sect. 6.

2 Related work

Gradient domain approaches Recently, the gradient do-
main approaches are very popular to perform seamless
cloning, which make use of the psychological discovery [13]
that the human visual system (HVS) is much more sensi-
tive to local contrasts than to slow changes in luminance
and chrominance. Poisson image editing [16] has been pro-
posed as an effective approach for seamless image composi-
tion, which constructs a harmonic membrane to smoothly in-
terpolate the discrepancies between the boundary of source
patch and target image to the entire cloned area. However,
this method involves solving a large sparse linear system
which is time and memory consuming. Wang et al. [19] pro-
posed a seamless video composition technique by 3D inte-
gration in the gradient domain, which is a natural extension
of Poisson image editing. Jia et al. [10] further improved
the Poisson blending by calculating an optimized bound-
ary to produce better results. Farbman et al. [8] proposed
to take Mean-Value Coordinates (MVC) rather than solving
a large linear system to perform image composition, and the
performance is advantageous in terms of speed, ease of im-
plementation, memory footprint, and parallelization. Chen
et al. [3] proposed a novel hybrid image cloning method,
which combines improved Poisson and alpha blending with
optimized boundary. Very recently, the idea of combining
the gradient-based cloning and alpha matte has been pro-
posed to eliminate smudging and discoloration artifacts [10,
12, 22]. Although the cloning methods above are effective
to produce seamless cloning, the results are independent of
the global illumination condition of the scene and the con-
tent of the cloned patch. Therefore, the intensity changes in
the cloned area may be unnatural. With this in mind, Ding
et al. [7] proposed the content-aware cloning, in which the
diffusion process can be easily controlled by matting tech-
nique. This helps to produce seamless cloning while pre-
serving the color appearance of the important part in the se-
lected region. However, it still fails to cope with illumination
inconsistency between the source patch and the target scene.
Unlike previous cloning methods, we take into account both
local and global features of the target scene in the cloning
process to yield more realistic and visual appealing results.

Image and video matting In our image and video cloning,
matte plays an important role. The boundary of the cloned
patch is given by the trimap used in alpha matting. And
the soft alpha matte is used to control the diffusion pro-
cess in the cloning area. Since the matte used in gradient-
based method does not determine the image intensities di-
rectly, it is unnecessary to extract an accurate one. Recently,
tremendous progress has been achieved on interactive mat-
ting of images, which is summarized in [21]. In current im-
age matting systems [5, 9, 14, 17, 18, 20], users are required
to specify scribbles or trimap indicating foreground, back-
ground, or unknown pixels, and the matte of unknown pixels
is estimated based on the known information. In our image
cloning system, the closed-form matting technique [14] is
used to generate high-quality matte which is derived by solv-
ing a sparse linear system. For objects with complex topolo-
gies, e.g. uncollected regions, users can choose the color
based tool such as affinity-based edit propagation [15, 23]
and boundary band based RepFinder [4] to complete this
task. When 2D matting is extended to 3D video frames, the
problem becomes more challenging. Armstrong et al. [1] ex-
tends 2D graph cut directly to 3D video frames. Chuang et
al. [6] applied Optical flow to propagate the segmentation
between frames. The recently proposed Video SnapCut [2]
employs a set of local classifiers to extract the foreground
from complex scenes. We further improve the efficiency and
user interaction of Video SnapCut system in our application
of video composition.

3 Environment-Sensitive image cloning

In our approach, we first create a reference image to rep-
resent the global feature of the target scene. Then, both the
global and local features of the target image are diffused into
the cloning area under the control of alpha matte, which en-
sures that the final result is natural and consistent with the
target scene.

We give the notations of our image cloning as follows:
Let S ⊂ R

2, T ⊂ R
2 and R ⊂ R

2 be the domains of source,
target and reference images. The intensities of these images
are denoted by g : S → R, f ∗ : T → R and ξ : R → R, re-
spectively. Let Ω ⊂ R

2 be the region to be cloned with the
boundary ∂Ω .

3.1 Global feature extraction

In general, the appearance of an object in the scene is mainly
determined by the illumination conditions. However, regard-
ing a single image, there are no simple methods to extract
and represent the illumination features [11]. When we ob-
serve a single image carefully, a lot of cues in it can tell us
its illumination features (e.g. the position of the sun can be
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Fig. 1 An example of Environment-Sensitive image cloning: (a)
Source and target image (global and local features are indicated in the
target scene); (b) result by diffusing the local feature into the cloning
area; (c) result by diffusing the global feature into the cloning area

(trimap which is used to specify the cloning boundary is in the top-
right corner); (d) result by our method which diffuses the global and
local features of the scene (Alpha matte which is used to control the
diffusion is in the top-right corner)

indicated by the shadows on the ground or the shading on
vertical objects, and the appearance of the existing objects
in the scene can also tell us the illumination conditions).
With this in mind, we make use of these cues in a single im-
age to extract the illumination features of the target scene by
human interactions, and create a reference image ξ to repre-
sent the extracted features, which can then be easily diffused
into the cloned patch by gradient-based method. As shown
in Fig. 1(a), the light direction is marked by a white arrow,
which indicates that the right part of ξ should be brighter,
while the left part is darker. The size of ξ is the same as the
boundary box of the cloned patch.

We focus on constructing the reference image ξ when
there is a prevailing illumination from a certain direction in
the target scene. The construction of ξ is in LAB color space
which separates the lightness L and color component A&B
effectively. The lightness L can be set as shown in Fig. 2, af-
ter simple interactions, the lightness distribution of the ref-
erence image can be expressed by

ξL(w,h) =
(

dis(w,h,N)

dM

)τ

∗ VM (1)

where N is a line perpendicular to the direction of red ar-
row, and the position of N is indicated in Fig. 2. VM is

Fig. 2 Distance definition for creating a reference image

the maximum lightness, and dis(w,h,N) is the distance of
pixel(w,h) to N , while dM is the distance from the farthest
pixel of ξ to N . τ is used to control the illumination changes
in ξ . See Fig. 2 for the distance definition in details.

Next, we consider the color style of the reference image.
We first transform the target image from RGB to LAB color
space, and then select a region in the target image which
represent the color style of the target scene. As shown in
Fig. 1(a), we select a region in the sunset with a rectan-
gle, and then compute the mean values of color component
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MeanA and MeanB in it. For all pixels in the reference im-
age, their A&B components are set to MeanA and MeanB ,
respectively.

After calculating the lightness L and color components
A&B , the reference image ξ is constructed in LAB which is
then converted to the RGB color space. The top-right corner
of Fig. 1(a) is an example of reference image constructed
by our method, which characterizes the global feature of the
target scene.

3.2 Approach of Environment-Sensitive image cloning

Our cloning approach combines the local and global features
of the target scene. As shown in Fig. 1(a), the global feature
is represented by a reference image ξ , while the local feature
refers to the pixels’ color on the cloning boundary of target
image.

Since the essence of gradient-based cloning is to con-
struct a harmonic interpolant R(x) which diffuses the dis-
crepancies on the boundary of the source and target im-
age into the cloned patch, the final result can be simply ex-
pressed as

f (x) = g(x) + R(x). (2)

When the global feature is diffused into the cloning area
by constructing a harmonic interpolant r1(x), as shown in
Fig. 1(c), the cloned patch appears to be consistent with
the target scene. However, the visible seam exists near the
cloning boundary. To remove the seam, the local feature
should be taken into account by constructing a harmonic in-
terpolant r2(x) to diffuse the discrepancies on the cloning
boundary of target and source images. See Fig. 1(b), the
cloned patch is pasted into the target scene seamlessly while
ignoring the global illumination feature.

The unsatisfactory results above arise because the global
and local features are considered separately. We believe that
these features should collaborate to yield satisfactory results.
Thus, we construct a new interpolant R(x) which is a lin-
ear combination of the interpolants used in global and local
diffusion. For important region of the cloned patch whose
appearance should be changed to match the target scene,
a larger factor should be given to the global interpolant.
While for region near the cloning boundary, the visible seam
should be smoothly diffused, so that the local interpolant is
given a larger factor. Thus, it is natural to express the fac-
tor by alpha matte α : S → [0,1]. α represents the extent to
which a pixel’s color is influenced by the local and global
features of the scene. Thus the interpolant R(x) can be ex-
pressed by

R(x) = α(x)r1(x) + (
1 − α(x)

)
r2(x) (3)

where r1(x) and r2(x) are the interpolants of global and lo-
cal diffusion, respectively. As shown in Fig. 1(d), when the

interpolants are constructed by (3), the source patch can be
pasted into the target scene seamlessly and naturally.

3.3 Implementation of Environment-Sensitive image
cloning

Unlike the previous cloning approaches, we do not have to
specify the region to be cloned by drawing a boundary. Since
we have to create a trimap for calculating alpha matte of the
source image, the cloning boundary ∂Ω can be given by the
outer boundary of trimap, as shown in Fig. 1(c).

As the traditional gradient cloning involves solving a
PDE, which is time and memory consuming, we prefer to
employ Mean-Value Coordinates (MVC) [8] to approximate
a harmonic membrane without solving a large linear system.

Given the cloning boundary (the points are ordered
counter clockwise) ∂Ω = (P0,P1, . . . ,Pn−1,P0), Pi ∈ R

2.
The MVC of a point x ∈ R

2 inside the region Ω are given
by

λi(x) = wi∑n−1
i=0 wi

i = 0, . . . , n − 1 (4)

where

wi = tan(αi−1/2) + tan(αi/2)

‖Pi − x‖ (5)

αi is the angle ∠PixPi+1 (see details in [8]).
After calculating the MVC of the points in Ω , the dis-

crepancies on the boundary of source and target image can
be smoothly diffused into the entire region Ω by construct-
ing a harmonic interpolant [8]. Guided by MVC, the har-
monic interpolants r1(x), r2(x) can be expressed as

r1(x) =
n−1∑
i=0

λi(x)
(
ξ(Pi) − g(Pi)

)
, (6)

r2(x) =
n−1∑
i=0

λi(x)
(
f ∗(Pi) − g(Pi)

)
. (7)

As the cloning boundary does not change in the diffusion
process of global and local features, the mean-value coordi-
nates λi(x) can be shared by r1(x) and r2(x), which takes
∂Ω = (P0,P1, . . . ,Pn−1,P0),Pi ∈ R

2 as the boundary.
After MVC has been introduced into (2) and (3), the final

cloning result can be expressed by

f (x) = g(x) +
n−1∑
i=0

λi(x)
(
α(x)ξ(Pi)

+ (
1 − α(x)

)
f ∗(Pi) − g(Pi)

)
. (8)

Equation (8) is not only an implementation of our
Environment-Sensitive cloning, but a general model for im-
age cloning. Note that the color discrepancies on the cloning
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Fig. 3 Pasting a bear into the scenes with dominant illumination con-
ditions: (a) The trimap of source image; (b) the source patch specified
by the trimap; (c) alpha matte of source image patch; (d)–(f) compos-
ite results using direct MVC [8], content-aware [7], and Environment-

Sensitive cloning methods (the target scene is featured with sunset
from the right side); (g)–(i) experiments similar to (d)–(f), the target
scene here is characterized by the sunset from the left side

boundary is expressed by (αξ + (1 − α)f ∗ − g), which
means that the target boundary condition is determined by
both the reference image ξ and target image f ∗. α is used to
control the target boundary condition in the following way:
the interpolants of pixels with higher α value will be mainly
determined by the reference image ξ . While for pixels with
lower α value, their interpolants are influenced by the target
image f ∗. Thus, the global feature will be diffused into the
important part of the cloned patch, while the unimportant
part (e.g. the region near the cloning boundary) will blend
with the target image seamlessly.

3.4 MVC cloning with hybrid boundary

Chen et al. [3] classified the pixels near the cloning bound-
ary into two types: M1 consists of pixels where texture
and color between the source and target are consistent, and
M2 refers to the inconsistent boundary. In M1, direct Pois-
son Blending is used by solving a Poisson equation with
a Dirichlet boundary, while in M2, the Poisson equation is
solved with a Neumann boundary. Thus, the cloning result is

calculated by solving a Poisson equation with hybrid bound-
ary, as shown in (9).

�f ′ = div v over Ω, with

f ′|M1 = f t and ∇f ′|M2 = ∇f s
f . (9)

In the previous sections, we assume that the bound-
ary of source patch and target image are consistent, thus
the MVC-based method can be applied directly in image
cloning. However, when their boundaries are inconsistent,
direct MVC-based approach will cause smudging and dis-
coloration artifacts, see column (c) of Fig. 5. In [3], the
Poisson blending with hybrid boundary involves solving a
large linear system, which is memory and time consum-
ing. Thus, we propose an interpolation method based on
MVC with hybrid boundary to improve the efficiency. For
the boundary in M2, their first derivatives are known while
their values are unknown. First, we set their values to be
x1, x2, x3, . . . . Then, we calculate the MVC interpolation
of the points n1, n2, n3, . . . which is on in the neighbor of
M2, see column (a) of Fig. 5 for details. Thus, the values
of n1, n2, n3, . . . are a linear combination of x1, x2, x3, . . . .
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Fig. 4 Creating a new image by cloning the wolf into the darkness:
(a) Source and target images (trimap is shown in top-left corner);
(b) result of direct MVC Cloning [8]; (c) result of content-aware

cloning [7] (alpha matte is shown in top-left corner); (d) result using
our method (reference image representing the global feature is shown
in top-right corner)

Next, a linear system can be figured out according to the
Neumann boundary in M2, see (10).

xi −
∑

p∈M1

wi(p)
(
f t (p) − g(p)

)

−
∑

q∈M2

wi(q)
(
xq − g(q)

) = 0 (10)

where wi(p) and wi(q) are the MVC interpolation weights
for neighboring points n1, n2, n3, . . . of xi in M1 and M2.
This non-sparse linear system is small in size, which could
be solved very fast by LU factorization. After calculat-
ing the values x1, x2, x3, . . . on the boundary in M2, direct
MVC is applied to get the final result. See column (d) of
Fig. 5 for MVC-based cloning results with hybrid bound-
ary, the results show that our method can produce more nat-
ural results than previous gradient-based methods, such as
MVC, content-aware image cloning. In addition, the time
and memory costs are largely reduced compared with solv-
ing a large linear system in Poisson blending, which makes
the cloning with hybrid boundary possible for practical use,
e.g. image editing and video cloning.

3.5 Application to video cloning

Given the fine performance of Environment-Sensitive image
cloning, it is natural for us to apply it to video cloning. The

task of seamless video composition is usually divided into
two steps: (1) Extracting the foreground by video cutout.
(2) Blending it with the background naturally.

Efficient video cutout The extraction of foreground objects
are based on the state-of-the-art Video SnapCut [2]. In order
to reduce the time of user interaction, we modify the flow of
Video SnapCut by replacing the matte with mask as output.
Since matting is the most time-consuming and mainly de-
pends on the foreground mask and source video, the matte
of every frame can be calculated automatically after we get
the mask sequence. We employ [14] to obtain high-quality
matte. See Fig. 7 for the flow chart of our video cutout sys-
tem in details.

Video seamless cloning After we have obtained the trimap
and temporal coherent alpha matte of the source video, video
cloning is degraded as the frame-by-frame image composi-
tion. For every frame, the outer boundary of the trimap is
used as the cloning boundary, and the alpha matte can be
used to control the diffusion of global and local features.
By providing different reference image ξ and alpha matte
according to the illumination feature of the target scene,
our general image cloning model can be used to paste ev-
ery frame into the target scene naturally. When considering
the global illumination feature, we assume that it does not
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Fig. 5 MVC cloning result with hybrid boundary: The first and sec-
ond row show a football player and a dog being pasted into the same
grass land, respectively; column (a) shows the hybrid boundary (green

means the M1 boundary, and red means the M2 boundary); columns
(b)–(d) are cloning results using content-aware [7], MVC [8] and hy-
brid MVC cloning, respectively

Fig. 6 Visual appealing results produced by our cloning model:
(a) Source image patch; (b) set α = 0 for all pixels in the cloning
region, and the result is the same as the traditional MVC cloning [8];
(c) set ξ = g, and the result is the same as the content-aware cloning
[7] (the alpha matte is shown in the top-left corner, while the top-right

corner is the source image (g)); (d) visual appealing cloning result
which considers the global illumination feature (the alpha matte is
shown in the top-left corner, while the top-right corner shows the ref-
erence image ξ )
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Fig. 7 The flow chart of our
improved video cutout system

change during the video cloning process. Thus the global il-
lumination feature of the target video can be extracted and
represented by the method used in image cloning. As shown
in Fig. 8, the appearance of reference images are similar in
each frame, and their sizes are decided by the boundary box
of the cloning area.

4 Experimental results

In this section, we show the cloning results by our approach
and make comparisons with previous methods. The experi-
ments are performed in a desktop equipped with a 2.6 GHz
of Intel Dual-Core CPU E5300, 4 GB memory and NVDIA
GeForce 9600 GT.

In Fig. 3, a bear is pasted into different target scenes fea-
tured with the sunset from the right and left side, respec-
tively. The quality of cloning result would degrade when the
global illumination feature is ignored. As shown in (d), (g)
and (e), (h), the seamless but unnatural results are produced
by MVC and content-aware cloning [7], respectively. Only
(f) and (i) are satisfying results by our method which dif-
fuses the global and local features into the cloning area.

Figure 4 shows a case that the illumination feature is indi-
cated by the existing objects in the scene. The color appear-
ance of a tree in the target scene indicates that the wolf to be
cloned would appear to be as dark as the tree. Figure 4(a) is
the source patch specified by the outer boundary of trimap
and the target scene. Figures 4(b) and (c) are the results ob-
tained using MVC-based and content-aware cloning, respec-
tively. Although the two results are seamless, the former is
unnatural when compared with the existing object (e.g. the
tree), and the latter which preserves the patch’s color ap-
pearance is unacceptable. The methods above do not work
well because they ignore global illumination feature of the
target scene. Figure 4(d) shows the satisfying result by our
method.

When we extend the Environment-Sensitive image
cloning to video cloning, a fine composition can also be
achieved. In Fig. 8, there is a dominant illumination from the
right side of the target scene, which is indicated by the ver-
tical surface of the tree. As shown on column (a) of Fig. 8,
cloning results of frame 7, 15, 21, 28 produced by MVC-
based method are seamless but unnatural. When the global
illumination is considered, the cloning results appear to be
more acceptable, see column (b) of Fig. 8 for our result.

5 Discussion

The implementation of our image cloning in (8) can be con-
sidered as a general model for image cloning as well. Specif-
ically, when α(x) is set to 1 or 0 in the cloning area, our
method becomes original MVC-based cloning, whose target
boundary is from the reference or target image, respectively.
When ξ = g, the harmonic interpolant is expressed as

n−1∑
i=0

λi(x)
[(

1 − α(x)
)(

f ∗(Pi) − g(Pi)
)]

. (11)

The equation above is also an implementation of Ding’s
content-aware cloning [7]. Therefore, the general model can
be used for image cloning by setting different ξ and α to
meet specific requirements. In Fig. 6, our image cloning
model is used to paste a bear into different scenes by set-
ting different values for ξ and α. In (b), since the local and
global features of the scene are compatible, thus the local
feature has to be diffused into the bear, and we simply set
α(x) = 0 to all pixels in the cloning area. In (c), we have to
preserve the original appearance of the bear while prevent
the diffusion of local feature, which is the same as content-
aware [7]. Thus we simply set ξ = g and employ matting
technique to meet this requirement. In (d), we create a refer-
ence image ξ according to global illumination feature of the
target scene. Then, the global and local features are diffused
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Fig. 8 Seamless video cloning about a wolf: (a) Cloning results of
frame 7, 15, 21, 28 using direct MVC cloning [8] (the source image is
shown in top-left corner and foreground mask is in bottom-left corner);

(b) cloning results of frame 7, 15, 21, 28 using our method (new target
image is in top-left corner and alpha matte is in bottom-left corner)

into the cloned patch under the control of α. As can be seen,
the final result is visual appealing.

6 Conclusions

We have given an Environment-Sensitive image cloning
technique which takes into account the global and local fea-
tures of the target scene. A reference image is created to
represent the global visual feature of the target image, which
can be further diffused into the cloning area. Matting tech-
nique is used to control the diffusion of global and local fea-
tures of the target image into the cloning area. This can re-
move the visible seam while ensuring that the color appear-
ance of the cloning region is in accord with the target im-
age. In addition, an efficient solution using the MVC frame-

work is proposed to composite images with hybrid bound-
ary. Moreover, based on our environment-sensitive cloning,
we construct a general model for image composition to ad-
just the cloning result by setting different parameters. We
further apply our image cloning method to video cloning.
Experimental results show the advantages of our method
over the previous approaches.

In the future, we would like to explore more effective
methods to extract global visual features and create more
complex reference images, so as to produce more visual
pleasing results. In addition, roughly analyzing the geomet-
ric character of the foreground objects is another aspect to
improve the cloning result.
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